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Purpose: Systematic review and meta-analysis are regarded as standard and
valuable tools for providing an objective and reproducible synthesis of research
findings in the literature. Their increasing popularity has led to heightened
expectations for comprehensiveness and rigor in conducting scientific reviews
and analyses. The purpose of this tutorial is to provide an overview and guid-
ance on how to address the key elements for conducting a high-quality system-
atic review with meta-analysis.
Method: This tutorial describes practical guidelines to conduct systematic review
and meta-analysis for researchers who are interested in learning and applying the
method. Drawing on previous meta-analytic reviews of second-language learning
as illustrative examples, it discusses the methodological choices and judgment
calls in each step of the review and analysis process. As a hands-on tutorial, it
uses a published data set concerning the role of talker variability in speech train-
ing studies as a running example to elucidate the statistical process and interpret
the results of meta-analysis with freely available R software.
Results/Conclusions: This tutorial provides a walk-through of the methodological
choices, controversial issues, and common practices in conducting systematic
reviews and meta-analyses. The data set and R codes are offered as publicly acces-
sible supplementary materials (https://osf.io/e9bkf/) for replication and practice,
which we hope will motivate more applications in the speech, language, and hearing
sciences field as well as behavioral and social sciences research in general.
Replicability is essential to scientific progress. How-
ever, conflicting findings on a particular research topic are
not uncommon in the behavioral and social sciences
(Camerer et al., 2018; Open Science Collaboration, 2012).
Sometimes, opposite directions or trends in the target
measures are found for the effect of interest in health-
related fields, which can lead to controversies and confu-
sion to inform intervention decisions and advance theories.
Systematically reviewing and analyzing the literature with
robust statistical tools has become an indispensable tool to
better understand the general trends and contradictions as
well as the moderating factors across studies that affect the
outcomes and effect sizes.
u. Disclosure: The
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There has been a rapid growth in the number of sys-
tematic reviews and meta-analyses in various fields (e.g.,
Chalmers & Fox, 2016; Macleod et al., 2014; Plonsky &
Oswald, 2015). Despite its increasing popularity, conduct-
ing or even interpreting a systematic review with meta-
analysis can be challenging due to the lack of regular cur-
ricular coverage and complicated technical aspects imple-
mented in a variety of software programs (Gøtzsche et al.,
2007). Importantly, although the advantages of systematic
review with meta-analysis lie in its objectivity, transparency,
and reproducibility when the recommended operations are
properly executed, many methodological choices and judg-
ment calls are involved in each step of the review and anal-
ysis process, which can lead to variability and inconsistency
in practices and reporting (Aguinis et al., 2011; Aytug
et al., 2012; Dieckmann et al., 2009). These available
choices and subjective judgment could have a further
impact on the synthesis results, which may misguide con-
sumers of meta-analytic reviews. This situation can be
right © 2022 American Speech-Language-Hearing Association 1
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worse in the synthetic literature review of speech and lan-
guage intervention/training studies given the range of
experimental designs, training protocols, and complex
data structures. Notably, a recent meta-analysis has
highlighted a continued need to improve the transparency
and reproducibility of meta-analyses conducted in the field
of speech-language pathology (Chow et al., 2021).

The goal of this tutorial is twofold. The first is to
provide a basic guideline for conducting a systematic
review with meta-analysis and present the methodological
choices and judgment calls in each step of the process as
well as the best practices across previous meta-analytic
reviews. The second is to illustrate the approach with a
hands-on step-by-step demonstration of doing and inter-
preting systematic review with meta-analysis based on a
publicly accessible data set on the topic of the role of
talker variability in second language (L2) perception train-
ing studies (Zhang et al., 2021) with codes using freely
available R packages (R Core Team, 2021). The tutorial
starts with an overview section of what and why followed
by the sections on the operational steps of the approach,
and it ends with conclusive remarks on the merits, poten-
tial pitfalls, and future applications.
Systematic Review and Meta-Analysis:
What and Why

Evidence-based practice is fundamental to the
speech, language, and hearing field and theoretical devel-
opment in all related disciplines. However, researchers
and health professionals are generally faced with massive
expansion of research output in peer-reviewed journals,
conferences and workshops, and unpublished dissertations
and theses that may report disparate and conflicting find-
ings on the same clearly defined research question due to
differences in participant characteristics, tasks, experimen-
tal materials, and measurement methods/tools. To add to
the complexity, some studies may strictly use a random-
ized controlled design, whereas others may be observa-
tional studies where randomized controlled trials may not
be practical or ethical, which makes it more difficult to
Table 1. Number of published narrative review versus systematic/meta-a
American Speech-Language-Hearing Association journals, namely, the Jou
Journal of Speech-Language Pathology (AJSLP), and American Journal of A

Journal Review article type 2017

JSLHR Narrative 9
Systematic/meta-analysis 4

AJSLP Narrative 2
Systematic/meta-analysis 4

AJA Narrative 0
Systematic/meta-analysis 0
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assess and keep up to date what constitutes the “best”
research evidence to inform decision making.

Systematic review was introduced by Cochrane and
others to tackle this challenge of evidence synthesis with a
formal scientific approach to identify, appraise, and inter-
pret the findings across relevant empirical studies and to
reduce bias in the process and is gaining increasing popu-
larity in speech, language, and hearing research (see
Table 1). Although systematic review and meta-analysis are
usually conducted together with some researchers using the
two terms interchangeably, there is a distinction here
(Borenstein et al., 2009). Specifically, a systematic review
aims to provide an objective and comprehensive literature
search to identify empirical studies addressing the same
research questions with predefined search strategies and eli-
gibility criteria (Cooper & Hedges, 2019), whereas a meta-
analysis combines and synthesizes results from separate
studies to provide a quantitative summary of research find-
ings using statistical tools (Borenstein et al., 2009; Glass,
1976; Schmidt & Hunter, 2015). Specifically, meta-analysis
sets quantitative systematic reviews apart from qualitative
narrative reviews. Note that some meta-analyses are not
systematic reviews because the search process is not based
on prespecified eligibility criteria. Likewise, a systematic
review may not necessarily use meta-analysis. For instance,
a limited number of primary studies may be insufficient to
produce statistically meaningful findings of synthesis.

Although systematic review and meta-analysis are
generally expected to comply with the recommended stan-
dards and norms (Borenstein et al., 2009; Cooper et al.,
2019; Hedges & Olkin, 1985; Hunter & Schmidt, 2004;
Lipsey & Wilson, 2001; Rosenthal, 1984), there exists a
high degree of methodological and reporting variability
(Dieckmann et al., 2009; Shercliffe et al., 2009). Protocols
have been developed to provide guidelines for conducting
systematic review and to standardize result reporting, and
one of the widely used protocols is known as the Preferred
Reporting Items for Systematic Reviews and Meta-
Analyses (PRISMA) statement (Moher et al., 2009). The
PRISMA includes a checklist of 27 items (see Appendix
A) and a template flow diagram. An example of the flow
diagram is shown in Figure 1, which presents the number
nalysis (including systematic scoping) review articles in three main
rnal of Speech, Language, and Hearing Research (JSLHR), American
udiology (AJA) in the period of 2017–2021.

2018 2019 2020 2021

7 1 5 7
8 2 9 13
5 5 10 3
2 7 10 13
1 2 1 3
0 2 2 3
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Figure 1. Preferred Reporting Items for Systematic Reviews and Meta-Analyses flow diagram for the phases of the systematic review and
meta-analysis.
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of studies included and excluded in each step of the review
process and the reasons for exclusion. Readers can refer
to the guidelines for developing and preparing systematic
review protocols (http://www.prisma-statement.org/Exten-
sions/Protocols.aspx). The Cochrane Collaboration has its
own guide that can also be adopted by noncollaborating
researchers for a systematic review of intervention studies
(Higgins et al., 2016). In this tutorial, we use the PRISMA
as our guide to elucidate the following steps: (a) formulate
the research question, (b) plan and register the research,
(c) perform the literature search, (d) code the studies and
extract the data, (e) compute the study-specific effect sizes,
(f) synthesize the effect sizes and assess heterogeneity, and
(g) interpret and report the results. In each of these steps,
we will explicate methodological choices and common
practices used in previous synthetic reviews of L2
learning.

Formulate the Research Question

Prespecified research questions guide the review
process, which thus must be clearly formulated before
the review starts. A systematic review with meta-analysis
loaded from: https://pubs.asha.org University of Minnesota, Minneapolis - Library
is good at addressing the following three questions:
(a) Examine whether an effect is “real.” Given the con-
tradictory findings concerning the same topic in the lit-
erature, it is of significance to determine whether the
failure to replicate the results is due to false positives,
sampling error, or low power. Particularly, social sci-
ence studies often employ small sample sizes, which
may not have sufficient power to provide convincing
evidence about the effect of interest. A meta-analytic
review can help test an effect with far greater power
than each individual study. (b) Examine whether an
effect is “consistent.” Some effects may only occur in a
particular population group or setting. That is, an effect
might be moderated by some factors. A meta-analysis is
good at testing the role of moderating factors that an
individual study may not be able to address (Borenstein
et al., 2009). For example, to examine interactions
between instruction type and structural complexity,
Spada and Tomita’s (2010) meta-analysis coded the
instructional treatments as implicit and explicit and the
grammatical features as simple and complex that the pri-
mary studies did not investigate. (c) Examine whether an
effect is “small” or “big.” In some cases, researchers may
Zhang et al.: A Systematic Review and Meta-Analysis Tutorial 3
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wish to obtain a precise estimate of the magnitude of an
effect rather than test of significance alone. This is likely
to be crucial in intervention studies where researchers need
to balance between the efficacy of an intervention and the
cost of implementing the intervention. However, system-
atic review with meta-analysis is not appropriate for all
situations. Especially, if a researcher believes that a given
literature is full of poorly designed studies, a meta-
analysis will not be able to produce a meaningful sum-
mary of that literature.

Once reviewers have determined that a systematic
review with meta-analysis is appropriate for the ques-
tions of interest, the questions must be carefully formu-
lated. Cooper (2007) suggests that, in this step, reviewers
should (a) provide a clear conceptual and operational
definition for the variables under investigation; (b) state
the type of relationship; and (c) contextualize the prob-
lem theoretically, practically, and historically. A concep-
tual definition concerns the construct underlying the col-
lection of empirical studies, which sets the boundary
between relevant and irrelevant studies. For instance, a
meta-analysis on the effectiveness of talker variability on
L2 phonetic learning requires a clear definition of
“talker variability,” which precludes other sources of
acoustic variability such as phonetic contexts, and the
definition of effectiveness on phonetic learning, which
obviates other measures of training effects such as
vocabulary learning (Zhang et al., 2021). An operational
definition is also necessary, for example, using the num-
ber of training talkers to represent the construct of
talker variability. The relationship of interest relates to
the research designs of the primary studies. For example,
Zhang et al. (2021) addressed a causal relationship in
how talker variability affected L2 phonetic learning,
whereas the synthesis by Chen et al. (2021) is correla-
tional in nature in that it examined the relationship
between personality traits and L2 learning achievement.
The contextualization of the research question serves to
justify the need for the synthesis and investigation of
moderating variables.

One controversial issue involved in this step is the
tendency to integrate results of conceptually different
constructs, known as “the apples and oranges problem”

(e.g., Littell et al., 2008; Norris & Ortega, 2006). That
is, difference in the research constructs is so distinct that
it may not be appropriate or possible to code and syn-
thesize them together. However, as suggested by Glass
(2000), the construct validity will not be violated if
reviewers are interested in the “fruit.” All studies differ,
to a smaller or larger degree, and the questions that
are worthy of probing are how these studies vary
across the factors that the reviewers are interested in. It
is the strength of meta-analysis that allows the between-
study variability to be quantified and modeled with
4 Journal of Speech, Language, and Hearing Research • 1–22

loaded from: https://pubs.asha.org University of Minnesota, Minneapolis - Library
study characteristics that the reviewers consider as
important. Nonetheless, it is vital to clearly define the
construct and delineate the research scope and to avoid
generalizing the results beyond the scope.

Plan and Register the Research

Norris and Ortega (2006) pointed out that meta-
analysis based on insufficient primary studies may cause
misleading findings. This issue may be especially crucial
in the social sciences due to the typically small size of
meta-analyses in the field. Therefore, it is useful to con-
duct a prospective power analysis as part of the research
planning phase in that it may not have sufficient power
to detect the effect size of interest assuming that it actu-
ally exists (Larson & Carbine, 2017). Readers can refer
to Hedges and Pigott (2001, 2004) for details of comput-
ing the power for meta-analysis. Specifically, reviewers
need to first choose using fixed-effects or random-effects
assumptions. For fixed effects, the assumption is that
the results of the included studies vary only due to sam-
pling error and identifiable variables, whereas reviewers
using random effects assume that the study results are
affected by sampling error, identifiable variable, and
unidentifiable sources of variability. That is, given the
random-effects assumption, the included studies are ran-
domly sampled from a larger population of similar stud-
ies. It is suggested that random-effects models are more
appropriate in most cases (e.g., Borenstein et al., 2009;
Hunter & Schmidt, 2004), for the reasons that (a) there
is always some methodological variation between pri-
mary studies, and (b) fixed-effects models produce mis-
leading narrow confidence intervals (CIs) and result in
inflated Type I errors (Field & Gillett, 2010; Schmidt
et al., 2009).

Furthermore, prospective power analysis in a meta-
analysis also requires reviewers’ estimate of some param-
eters that are unknown before data collection. Specifi-
cally, for a random-effects prospective power analysis,
reviewers need to estimate (a) the magnitude of the effect
size that they expect to find, (b) the number of studies
that will meet the inclusion criteria (k), (c) the average
within-study sample size of each condition (n), (d) the
Type I error rate threshold that will be used (typically set
at .05 in the social sciences), and (e) the size of the
between-study variance τ2. Except for the between-study
variance τ2, the above quantities can be roughly esti-
mated based on reviewers’ familiarity with the literature.
In the social sciences, the work of Higgins and colleagues
(Higgins & Thompson, 2002; Higgins et al., 2003) is rec-
ommended to guide the choice of τ2 value (Valentine
et al., 2010). Specifically, the index of I2 is developed to
describe the degree of heterogeneity in the study out-
comes, defined as
 on 08/25/2022, Terms of Use: https://pubs.asha.org/pubs/rights_and_permissions 
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I2 ¼ Q� k� 1ð Þ
Q

� 100 (1)

with Q (see Hedges & Olkin, 1985) defined as

Q ¼
X

wi ESi � �ES
� �2

; (2)

where �ES represents the overall effect size, and wi and ESi

stand for the weight and effect size from the ith study.
Higgins et al. (2003) suggest that I2 values of 25%, 50%,
and 75% represent small, moderate, and high degrees of
heterogeneity. Given that I2 represents the proportion of
total variation in effect sizes that is attributable to
between-study variance τ2 (see Valentine et al., 2010),
random-effects power can be estimated with small, moder-
ate, or large degrees of heterogeneity assumed.

Instead of manual computation, reviewers can use 
the power.analysis function in the dmetar package 
(Harrer et al., 2021) in R to conduct a random-effects 
prospective power analysis. For a running exam-ple, we 
are interested in the effectiveness of talker vari-ability 
on L2 phonetic learning. Thus, we calculate the 
standardized mean difference (SMD) as the effect size 
that is commonly used to investigate causal relationships 
between constructs or the effectiveness of interventions. 
In the L2 literature, Plonsky and Oswald (2014) suggest 
that the magnitude of effect size around 0.4 is considered 
small, 0.7 is considered medium, and 1 is considered 
large, considering that Cohen’s recommendations 
(Cohen, 1988) may underestimate the range of effects 
typically obtained in L2 research. Furthermore, the pre-
liminary searches suggest that the studies in this area 
tend to be small (e.g., 15 participants per condition), and 
a small number of studies will meet the inclusion criteria 
(e.g., 18). Thus, using a Type I error rate of .05 and 
assuming moderate between-study heterogeneity, the fol-
lowing example codes would produce the results with sta-
tistical power higher than 90%, meaning that a random-
effects meta-analysis to detect moderate-to-large effects 
will correctly reject the false null hypotheses more than 
90% of the time, given the above assumptions.
>library(dmetar)
>power.analysis(d = 0.7, k = 18, n1 = 15,
n2 = 15, p = .05,
One issue under consideration is whether it is worth
to conduct a meta-analysis when the computed prospec-
tive power is low. As suggested by Valentine et al. (2010),
it is still worthwhile to do the meta-analysis in this situa-
tion on two accounts. The first is that the prospective

heterogeneity = "moderate")
loaded from: https://pubs.asha.org University of Minnesota, Minneapolis - Library
power analysis depends on the abovementioned assump-
tions, which may not be correct. For example, the number
of available studies may be higher than reviewers have
expected, or the population effect size might be larger
than the reviewers have estimated, both of which would
increase the power. The second is that if there is a real
need for data synthesis, meta-analysis is better than any
other available methods that are based on less vindicable
assumptions and on less transparent processes.

Before the implementation of systematic review, it is
recommended to develop and register the research proto-
col in a database to protect from duplication and guaran-
tee transparency. The protocol usually contains the meth-
odological strategies for conducting the review. There are
many registry databases available, such as PROSPERO
(International Prospective Register of Systematic Reviews)
for reviews related to health and social care (https://www.
crd.york.ac.uk/PROSPERO/), the Cochrane database of
reviews in health care (https://www.cochranelibrary.com/), and
the Campbell Collaboration (https://campbellcollaboration.
org/) containing reviews in the social sciences. Protocol reg-
istration in the Cochrane Library initially requires the
research question to be registered in a research group of
collaboration, which in some cases would be difficult for
some reviewers. The PROSPERO database does not
require this preliminary step and does not charge fees for
review registration. Research protocols can be published in
scientific journals as well, such as the Systematic Reviews
Journal and BMJ Open.

Perform the Literature Search

This step is to conduct an exhaustive search of the
literature databases. Reviewers first need to define the
comprehensive search strategy. The search terms can be
arranged by using Boolean logic, fuzzy logic, symbols of
truncation or expansion, and different placement of the
terms in an article (Tuttle et al., 2009). For example, in
Boolean logic, reviewers can use the connectors, “AND,”
“OR,” and “NOT” to expand or narrow down the search
range. Reviewers can also make use of fuzzy logic for
searching specific articles, for example, using words like
“Adults” near “Training” or “Adults” within three words
of “Training.” In addition, specific symbols such as an
asterisk and a dollar sign can be utilized to find related
terms. For instance, a term like “meditat$” can help us
find articles that use the terms “meditating,” “medita-
tion,” or “meditative” or “meditational” (Robinson &
Dickersin, 2002). Finally, search terms can be placed in
different sections of an article, for example, in the title
and abstract or the entire body of the article. Given that
some authors may use a different term to refer to the
same construct, it is also critical to enter as many poten-
tial terms as possible. It may be helpful to do a
Zhang et al.: A Systematic Review and Meta-Analysis Tutorial 5
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preliminary search and look for another possible term
within each construct from the retrieved articles.

After defining the search terms, reviewers need to
decide where to search. Different disciplines may have
their own preferences. In previous L2 meta-analyses, the
most frequently searched databases are ERIC (Education
Resources Information Center), LLBA (Linguistics and
Language Behavior Abstracts), and PsycINFO (Plonsky &
Oswald, 2015). It is useful to include multiple databases to
minimize bias, such as Academic Search Premier, EBSCO,
Elsevier, Linguistics Abstracts, MEDLINE, MLA Interna-
tional Bibliography, PsycArticles, Scopus, Web of Science,
and Wiley Online Library as well as two nonlibrary data-
bases, namely, Google and Google Scholar. For unpub-
lished studies, dissertations and theses can be accessed by
using the ProQuest database. There are also online repos-
itories of unpublished work and replication studies, such
as “Psych file drawer” (http://www.psychfiledrawer.org/).
Reviewers can also consult discipline-specific journal
websites and contact experts in the field.

Before implementing the search, Lipsey and Wilson
(2001) suggest that reviewers prepare a detailed specifica-
tion of the eligibility criteria that a study must meet for
being included in the review. The inclusion and exclusion
criteria depend on the research question, which may con-
sider relevance, participants, time frame, research design,
outcome measure, availability of data for calculating
effect sizes, language of publication, and source of publi-
cation (see Table 2 for specific examples). Given no stan-
dardized criteria at present, the inclusion/exclusion criteria
and their rationales for selecting eligible studies should be
defined in detail and stated in advance to minimize bias,
and all studies found should be listed no matter whether
they are included or excluded.

Once the databases have been searched, reviewers
can import the results in the reference management
Table 2. Examples of inclusion/exclusion criteria used in second-languag

Component Study

Participants Balboa-Bandeira et al. (2021) He
Dong & Chow (2022) Pa

Time frame Zhang et al. (2021) Inc

Research design Lee et al. (2015) Inc

Yanagisawa et al. (2020) Inc

Outcome measure de Vos et al. (2018) Inc

Kang & Han (2015) Inc

Language of publication Kim & Webb (2022) Inc
Source of publication Boulton & Cobb (2017) Ph

Cargnelutti et al. (2019) On

6 Journal of Speech, Language, and Hearing Research • 1–22
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software, for example, EndNote, Mendeley, and BibTex,
to remove the duplicates. The remaining list of references
would be screened on titles and abstracts. According to
the Cochrane guidance, at least two reviewers should
work independently to reduce the chance of error. Deci-
sions to select retrieved articles for further assessment are
based on the inclusion/exclusion criteria. When there is a
doubt about an article decision, reviewers should be inclu-
sive rather than exclusive and make a decision after dis-
cussion and consensus. All excluded articles should be
given reasons.

In addition to the database search, reviewers can
conduct a manual search in order to exhaust all possibili-
ties. If the number of the studies that meet the search cri-
teria is relatively small, this step is critical to allow a com-
prehensive search of the studies so that reviewers will not
miss any study that may have been dropped from the first
search (Vassar et al., 2016). Several methods can be uti-
lized to increase the yield of the manual search, such as
searching reference lists of the retrieved articles and track-
ing all the articles that cite each one of the included arti-
cles. Each of the methods can be performed by two or
more reviewers, and all the manually searched relevant
articles must be scrutinized against the inclusion/exclusion
criteria.

There are two controversial issues involved in the
step of study selection. One concerns whether to include
unpublished studies, and another is whether to exclude
poorly conducted studies. Many researchers argued that
excluding unpublished research would lead to publication
bias, which refers to the tendency to publish studies that
report statistically significant results, since positive results
are 7 times more likely to be published than nonsignificant
results (Coursol & Wagner, 1986), thus leading to exaggera-
tion of pooled results (Easterbrook et al., 1991). This is
“the file-drawer problem” (Rosenthal, 1979). Nonetheless,
e learning meta-analyses.

Exclusion/inclusion criteria

althy adult participants aged between 18 and 70 years.
rticipants were between the ages of 6 and 16 years, and their
second language was English.
luded studies were published between 1993 (the seminal work
was published) and 2021 (the search was completed).
luded studies used a pre–post and/or control/comparison
experimental design.
luded studies used a between-participants design, but not a
within-participants design.
luded studies reported at least one dependent variable measuring
word knowledge.
luded studies used the grammatical accuracy as a dependent
variable.
luded studies were written in English.
D dissertations were included; master’s theses and conference
presentations were excluded.
ly peer-reviewed studies were included.
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some reviewers have been inclined to exclude unpublished
work, using criteria such as retrieval difficulties, incon-
sistent findings, different foci, and low quality (e.g.,
Cargnelutti et al., 2019; Dong & Chow, 2022). Oswald and
Plonsky (2010) considered the use of both peer-reviewed
and non–peer-reviewed studies to be acceptable. Includ-
ing only peer-reviewed studies can ensure acceptable
scientific quality of the primary studies, whereas includ-
ing non–peer-reviewed studies increases statistical power
and generates less biased results. Previous meta-analyses
that included unpublished work have reported to either
secure the study quality or treat the study quality as a
moderating variable (e.g., Boulton & Cobb, 2017; de Vos
et al., 2018; Yanagisawa et al., 2020).

For the second concern, if the included studies are
of low quality, the results of synthesis would not be better
than that, which is known as “the garbage in–garbage out
problem.” However, nearly all studies in the behavioral
and social sciences may contain measurement errors.
Even if a study did not suffer from these measurement
errors, it would still contain sampling error because sam-
ple sizes are rarely sufficiently large from the statistician’s
perspective. In this regard, a major advantage of meta-
analysis is that it averages out sampling error by averag-
ing effect sizes across studies. Nonetheless, two ways have
been suggested to address this concern. The first is to
investigate whether the study quality causes effect size var-
iation instead of simply excluding those “poor-quality”
studies. Second, it is suggested that the study quality may
not be as straightforward as it appears, since there is no
consensus as to how to accurately measure study quality
(Lipsey & Wilson, 2001). Thus, to take the study quality
into consideration, reviewers may adopt a commonly used
appraisal scheme or justified evaluation criteria, such as
the standard quality assessment criteria (Kmet et al.,
2004); the Grading of Recommendations Assessment,
Development and Evaluation approach (Balshem et al.,
2011); the Newcastle–Ottawa Scale (Wells et al., 2011);
and the PICOTS (population, intervention, comparator,
outcome(s), timing, setting) system for intervention stud-
ies. Readers can also refer to Luchini et al. (2021) for a
discussion of advantages and disadvantages of the most
frequently used assessment tools.

Code the Studies and Extract the Data

Once a list of primary studies has been deter-
mined, reviewers need to extract relevant information
from the included studies, including study-level informa-
tion, participant-related characteristics, study designs, out-
come measures, summary statistics, and other information
relevant to the research question (Lipsey & Wilson, 2001).
There are some general guidelines for coding studies: (a) A
checklist should be specified to provide a list of relevant
loaded from: https://pubs.asha.org University of Minnesota, Minneapolis - Library
variables to be coded; (b) at least two reviewers code each
study independently to establish reliability; and (c) the con-
sistency between the coders should be assessed, for exam-
ple, performing interclass correlation procedures for contin-
uous variables and kappa coefficients for categorical vari-
ables (Orwin, 1994; Yeaton & Wortman, 1993). If the inter-
coder reliability cannot reach an adequate level, the coders
should be retrained or the coding procedure should be
refined. For calculating study-specific effect sizes, some or
all of the following data should be extracted from the stud-
ies: (a) the sample size of each group/condition; (b) the
mean and a measure of variance (i.e., standard deviation,
standard error) of each group/condition; and (c) the statisti-
cal statistics such as t, F, or d values and/or p values.

Compute the Study-Specific Effect Sizes

After data extraction, the study results that have
been reported on a variety of outcome metrics must be
transformed to a standardized effect size. The specific type
of effect size for a given meta-analysis depends on the
research question and outcome measures of interest. Com-
monly used effect sizes include odds ratios, risk ratios, risk
differences, Cohen’s d (SMD), Hedges’ g (corrected
Cohen’s d), and correlations. Readers can refer to intro-
ductory texts for a thorough and comprehensive discus-
sion of all types of effect sizes (Borenstein et al., 2009;
Cooper et al., 2019; Higgins & Green, 2011; Lipsey &
Wilson, 2001). To elucidate the computation process, this
tutorial calculates the effect sizes based on the published
data (Zhang et al., 2021) and three more new publica-
tions. Specifically, to examine the effectiveness of talker
variability on L2 phonetic learning, Zhang et al. (2021)
identified 14 articles that directly contrasted training
effects under the multiple-talker (MT) versus single-talker
(ST) conditions (see Appendix B for the references). Given
some of the studies reporting data for several cohorts of
participants, we treat these subgroups as separate studies
because each of them provides unique information
(Borenstein et al., 2009), thus leading to a total of 22 inde-
pendent studies. In this example, the effect size (i.e.,
Hedges’ g) refers to the strength of the MT training effects
relative to the ST training effects. The data set and R
codes to implement the following meta-analysis calcula-
tions are publicly available at https://osf.io/e9bkf/.

The ideal primary study for a meta-analysis is the
one that generates a single effect size to represent a single
outcome measure. However, in empirical studies, variability
in research designs and outcome measures is not uncom-
mon, leading to rather complex data structures. The first
issue here is how to compute study-specific effect sizes for
different experiment designs. Given the limited eligible stud-
ies, the studies using different experiment designs are
included, specifically the pretest–posttest–control design
Zhang et al.: A Systematic Review and Meta-Analysis Tutorial 7
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(i.e., both MT and ST groups received the pretest and
posttest) and the posttest–control design (i.e., the MT
and ST groups were not tested before training). We com-
pute study-specific Hedges’ g for the two designs respec-
tively. For the posttest–control design (i.e., between-
group design), Cohen’s d is computed on the following
formula:

d ¼ MeanMT �MeanST
SDpooled

; (3)

where MeanMT and MeanST are the sample mean scores
on the outcome variable of the MT and ST groups,
respectively, and SDpooled represents the pooled standard
deviation of the two group means, which is defined as

SDpooled ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nMT � 1ð ÞSD2

MT þ nST � 1ð ÞSD2
ST

nMT þ nST � 2

s
; (4)

where nMT and nST are the sample sizes of the MT and
ST groups, respectively, and SDMT and SDST are the stan-
dard deviations of the two groups, respectively. The func-
tion c(df) that corrects bias can be approximated as
(Hedges, 1981)

c dfð Þ ¼ 1� 3
4df � 1

; (5)

where df = nMT + nST − 2 represents degrees of freedom.
Thus, Hedges’ g can be very closely approximated as fol-
lows:

g ¼ d � c dfð Þ: (6)

The sampling variance of Hedges’ g is then defined as

σ2 ¼ 1
ne

� �
N � 2
N � 4

� �
1þ eng2� �� g2

c dfð Þ½ �2 ; (7)

where N = nMT + nST is the total sample size, ñ = (nMT ×
nST)/N represents the harmonic mean, and df = N – 2 is
the degrees of freedom.

For the pretest–posttest–control design, the calculation
for Hedges’ g follows Morris (2008), which is defined as

g ¼ Meanpost;MT �Meanpre;MT
� �� Meanpost;ST �Meanpre;ST

� �
SDpre;pooled

� �
� c dfð Þ;

(8)

where SDpre,pooled stands for the pooled standard devia-
tions of the pretest. It is suggested that standard devia-
tions measured before the experimental manipulation are
more likely to be consistent across studies (Becker, 1988).
The pooled standard deviation is defined as
8 Journal of Speech, Language, and Hearing Research • 1–22
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SDpre;pooled ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nMT � 1ð ÞSD2

pre;MT þ nST � 1ð ÞSD2
pre;ST

nMT þ nST � 2

s
; (9)

The corresponding sampling variance of g is then defined as

σ2 ¼ 2 1� pð Þ
nMT

� �
nMT � 1
nMT � 3

� �
1þ nMT

2 1� pð Þ g
2
MT

� �
� g2MT

c nMT � 1ð Þ½ �2

þ 2 1� pð Þ
nST

� �
nST � 1
nST � 3

� �
1þ nST

2 1� pð Þ g
2
ST

� �
� g2ST

c nST � 1ð Þ½ �2 ;

(10)

where p represents the correlation between pre- and posttest
scores. Note that in the pretest–posttest design, the means
between pre- and posttests are correlated. However, the cor-
relation might not be determined from the primary studies.
Thus, we follow the recommendation of Rosenthal (1993)
with a conservative estimate of r = .7.

The second dilemma for calculating the study-
specific effect sizes is that outcomes in individual studies
will be measured on more than one dependent variable.
For example, in the 22 studies in our analysis, some stud-
ies measured both perception and production outcomes,
whereas some studies only measured perception or pro-
duction outcomes. In addition, some of the studies used
both identification and discrimination tasks to measure
perception performance, whereas some studies used only
one of the tasks. These measures resulted in multiple
dependent effect sizes in the same study because the same
participants contributed information to each of the differ-
ent outcomes. Simply allowing an individual study to con-
tribute multiple effect sizes would lead to an inflated sam-
ple size, nonindependence of data points, and distortion of
standard error estimates (Lipsey & Wilson, 2001). Thus,
previous solutions are to randomly pick one or take the
average, but both have its limitations. It is difficult to
determine which is more representative of the construct
under investigation, whereas between-group differences
would be lost if they are simply averaged. To take into
account this nested structure and to avoid losing informa-
tion by averaging effect sizes, we aggregate the task-
specific effect sizes using the procedure proposed by
Borenstein et al. (2009) using the agg function in the
MAd package (Del Re & Hoyt, 2010) to obtain the study-
specific effect size. This method allows us to take into
account the correlation among the multiple effect sizes
within studies. The correlation between the dependent
effect sizes is first imputed at r = .5, which is considered
to be a conservative starting value for aggregating
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psychologically based effect sizes (e.g., Wampold et al.,
1997). We can further conduct sensitivity analyses with
possible ranging (e.g., from r = .25 to r = .75) to deter-
mine whether the summary effect size and variance esti-
mates differ substantially if different values of within-
study correlations are assumed.

The third issue concerns the studies with multiple
comparison groups. Some studies may explore treatment
effects comparing multiple intervention groups with one
control group. Likewise, the participants in the same con-
trol group thus contribute information to more than one
effect size. To avoid this situation, the most common
strategy is to combine the relevant experimental invention
groups into a single group and control interventions in a
single group. An alternative is to select one pair of inter-
ventions to compare and exclude the others. There are
other more recent and complex approach to address the
problem of comparing multiple groups or multiple related
outcomes in a single statistical analysis. For further under-
standing of the network meta-analysis, multivariate meta-
analysis, or Bayesian methods, readers can refer to Rouse
et al. (2017), Mavridis and Salanti (2013), or Bujkiewicz
et al. (2013).

The final consideration concerns the insufficient
original data (i.e., means, standard deviations, and cell
sample sizes) for calculating study-specific effect sizes.
There are several methods to deal with this issue. First,
reviewers can contact the authors to retrieve necessary
data. Second, the summary statistics such as t, F, and
p values can be used to estimate the effect size and vari-
ance (see Lipsey & Wilson, 2001; Thalheimer & Cook,
2002, for specific formulas). Instead of manual computa-
tion, reviewers can use the web-based effect-size calcula-
tor designed by David B. Wilson (https://www.campbell-
collaboration.org/escalc/html/EffectSizeCalculator-Home.
php). Some R functions are also developed for the calcula-
tion, such as the esc_f function in the esc package
(Lüdecke, 2019). Third, where applicable, data (means
with standard deviations or standard errors) presented in
graphs can be digitally retrieved using software tools such as
WebPlotDigitizer (Rohatgi, 2021) and the Origin software
program (OriginLab Corporation).

Synthesize the Effect Sizes and Assess
Heterogeneity

After computing the study-specific effect sizes,
reviewers synthesize these effect sizes to estimate a sum-
mary effect size, which is a weighted average of the study-
specific effect sizes. The weight is proportional to the preci-
sion of the effect size and usually the inverse of the vari-
ance of the effect size. Two models are commonly used in
the statistical analysis: fixed-effects and random-effects
models. The decision of fixed-effects and random-effects
loaded from: https://pubs.asha.org University of Minnesota, Minneapolis - Library
models is made on both statistical and theoretical grounds.
Introductory chapters such as Borenstein et al. (2009) and
the Cochrane Handbook (Higgins & Green, 2011) have dis-
cussed details of these models in depth. When in doubt, it
is recommended to use random-effects models (Schmidt
et al., 2009). The random-effects model can be estimated
by different methods, such as the DerSimonian and Laird
method (DerSimonian & Laird, 1986), the restricted maxi-
mum likelihood method (Raudenbush & Bryk, 1985), and
the maximum likelihood method (Hardy & Thompson,
1996), which differ mainly on the estimation of the
between-study variance (see Thorlund et al., 2011).

Note that, in our case, the study-specific effect sizes
are computed from two different experiment designs. It is
suggested that effects from within- and between-group
studies should generally be treated separately because
pretest–posttest designs in which case participants serve as
their own control tend to produce larger effects than those
obtained from experimental–control designs (Plonsky &
Oswald, 2014). In previous meta-analyses of L2 learning,
some meta-analyses chose to include only one type of
design (e.g., Yanagisawa et al., 2020), whereas other
meta-analyses decided to do meta-analysis separately
across designs (e.g., Plonsky & Oswald, 2014). However,
in our case, the studies employing the pretest–posttest
design also include a control group; thus, combining effect
sizes across designs would be possible, particularly consid-
ering the limited available studies. Nonetheless, the combi-
nation is only advisable under certain conditions (Morris
& DeShon, 2002). First, all effect size estimates must be
placed in the same metric. We satisfy this requirement by
computing all effect sizes with the raw-score metric. Sec-
ond, effect size estimates should provide equally good esti-
mates of the treatment effect. Given random assignment to
groups reported in the included studies, the selection bias
for the between-participants design is expected to be zero,
and thus, the results of the two designs should be compara-
ble. For supplementary evidence, we can conduct a moder-
ator test to compare the effect sizes across designs. The
results showed similar mean effect size estimates for the
alternate designs, QM(1) = 0.58, p = .45. Third, differences
in precision should be taken into account when aggregating
effect sizes. We accomplish this via weighting studies by the
estimated sampling variance of the effect size.

In addition to the summary effect size, reviewers are
expected to estimate how stable the effect is across pri-
mary studies, that is, to assess between-study heterogene-
ity. There are some commonly used measures. The first is
the Cochran’s Q statistic, which is a standardized measure
of between-study variability (Borenstein et al., 2009). The
Q statistic follows a chi-square distribution with k − 1
degrees of freedom, where k is the number of studies. To
determine whether the heterogeneity is statistically signifi-
cant based on the Q value, a p value less than the
Zhang et al.: A Systematic Review and Meta-Analysis Tutorial 9
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Number of studies combined: k = 22
SMD 95%-CI z p

value
Random effects model 0.468 [0.038, 0.898]
2.13 .0329
Quantifying heterogeneity:
τ2 = 0.8240 [0.4601, 2.7124]; τ = 0.9077
[0.6783, 1.6469]
I2 = 75.0% [62.1%, 83.5%]; H = 2.00
[1.62, 2.46]

Test of heterogeneity:
Q df p value

83.85 21 < .0001

Details on meta-analytical method:
- Inverse variance method
- Restricted maximum-likelihood estimator
for τ2

- Q-Profile method for confidence interval
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set alpha means there is variability in the true effect sizes
across studies. Another heterogeneity measure is the I2

statistic, which estimates the percentage of total between-
study variability that is due to heterogeneity rather than
due to chance. Given that I2 is a proportion rather than a
direct measure of variation (Borenstein et al., 2017), it is
necessary to calculate CIs for I2 to determine the true var-
iation of study effects. The τ2 statistic is an estimate of the
variance of the true effect sizes with the assumption that
an infinitely large number of studies could be included.
Since it is not possible to include an infinite number of
studies, instead of τ2, the T2 statistic is used as an estimate
of the variance of the true effect sizes.

A variety of software packages are available for con-
ducting meta-analysis, including the commercial packages
MetaWin (Rosenberg et al., 2000) and Comprehensive
Meta-Analysis (Borenstein et al., 2005); freely available
RevMan from The Cochrane Collaboration (2008); add-ins
of MIX (Bax et al., 2006) and MetaEasy (Kontopantelis &
Reeves, 2009) for Excel; and meta-analysis functions/
macros for Stata (StataCorp; see Sterne, 2009), SPSS (SPSS
Inc.; see Lipsey & Wilson, 2001), and SAS (SAS Institute
Inc.; see van Houwelingen et al., 2002). A great number of
R packages are also freely available (see Polanin et al.,
2017). This tutorial is primarily based on using the metafor
package (Viechtbauer, 2010), which is the most popular
and comprehensive package for doing a meta-analysis. We
also use the meta package (Schwarzer, 2015) because it is
much more convenient to employ the forest function in
meta to create forest plots. This tutorial only provides a
brief glimpse into R packages for meta-analysis, which can
be seen as a starting point for the interested researcher. An
overview of R packages for meta-analysis is available at
https://cran.r-project.org/view=MetaAnalysis.

Report and Interpret the Results

In this tutorial, we use the abovementioned formu-
las to calculate the study-specific effect sizes (Hedges’ g
in our example; see supplementary R scripts). By satis-
fying the required conditions, we synthesize the study-
specific effect sizes to estimate the summary effect size
utilizing the metagen function in the meta package,
using the random-effects model specified by the argu-
ment comb.random = TRUE. The printout is displayed
as follows. The output includes the individual and sum-
mary effect sizes, 95% CI, weights, and heterogeneity
statistics. The estimate of the summary effect size is g =
0.468 (95% CI [0.038, 0.898]), indicating a small-level
effect of talker variability on overall outcome measures
assessed immediately after training (Plonsky & Oswald,
2014). The significance test is reported with a p value of
.0329, suggesting that the summary effect size is signifi-
cantly different from zero.
10 Journal of Speech, Language, and Hearing Research • 1–22
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However, we need to take caution with our interpre-
tation of the summary effect size due to the significance of
the Q test of between-study heterogeneity (p < .01). A sig-
nificant Q value means that the null hypothesis that the dis-
tribution of the effect sizes around the mean is caused by
sampling error alone is rejected; that is, the effect sizes are
not homogeneous. Moreover, I2 = 75.0% (95% CI [62.1%,
83.5%]) indicates that about 75% of the variability in the
effect size estimates is due to the differences between stud-
ies, suggesting a high degree of heterogeneity (Higgins
et al., 2003). A forest plot is commonly used to illustrate
meta-analysis results. The forest function can be used to
produce a forest plot, which outputs Figure 2.

In Figure 2, the first column represents the study
ID, and the last three columns show the effect sizes and
CIs together with the weights. In the center, the effect size
of each study is visually displayed (gray square points)
along with their CIs (whiskers). The bigger the square
point represents the study weights more. At the bottom,
the diamond point represents the summary effect size of
the 22 studies. The forest plot provides a way to visually
explore the consistency between the effect sizes. In this
example, the presence of heterogeneity across studies is
evident. The effect sizes of three studies are very different
from the summary estimate. That is, their CIs do not
overlap (Davis, 2015; Shehata, 2013).

We can use the find.outliers function to determine
whether the outlying effect sizes identified by visually
examining the forest plot are truly outliers. If they are
considered outliers, further investigation is needed to
determine whether or not they are actually influential to

of τ2 and τ
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Figure 2. Forest plot with effect sizes (Hedges’ g) and 95% confidence intervals (CIs) for the included studies. TE = treatment effect esti-
mate; SETE = standard error of treatment estimate; SMD = standardized mean difference.

Details on meta-analytical method:
- Inverse variance method
- Restricted maximum-likelihood estimator
for τ2

- Q-Profile method for confidence interval
2

Down
the summary effect size. We can see that the three stud-
ies are identified as outliers and, after removing the
three outliers, the summary effect size is reduced to g =
0.176 (95% CI [0.037, 0.314]). Furthermore, the heteroge-
neity becomes much smaller and nonsignificant, Q(18) =
17.45, p = .49, I2 < 0.1%.
Identified outliers (random-effects model)
————————————————————————————————————————

“(1)Davis (2015)”, “(2)Davis (2015)”,
“Shehata (2013)”

Results with outliers removed
———————————————————————————

Number of studies combined: k = 19

SMD 95% CI z p value
Random effects model 0.1756 [0.0373,
0.3139] 2.49 .0128

Quantifying heterogeneity:
τ2 = 0 [0.0000, 0.1585]; τ = 0 [0.0000,
0.3981]
I2 = 0.0% [0.0%, 48.9%]; H = 1.00 [1.00, 1.40]

Test of heterogeneity:
Q df p value

of τ and τ
17.45 18 0.4926
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The outlying effect size may not be considered to
be influential unless its exclusion leads to significant
changes in the model and the summary effect size.
Viechtbauer and Cheung (2010) propose a set of diag-
nostics to identify influential studies, such as difference
in fits values, Cook’s distances, leave-one-out estimates
for the amount of heterogeneity (i.e., τ2), and the test
statistic for heterogeneity (i.e., Q statistic). We can also
use the InfluenceAnalysis function to examine whether
any included studies unduly influence the estimate and
plot the results (see Figure 3). The study of Shehata
(2013) is marked in red in the plot, that is, labeled as
the influential study.

The final consideration concerns detecting publica-
tion bias. Publication bias occurs when the published
literature on a particular topic substantially differs from
the population of all studies conducted on that topic.
There is no standardized method for assessing publica-
tion bias. Many meta-analyses used a funnel plot to
detect publication bias (Egger et al., 1997). The funnel
Zhang et al.: A Systematic Review and Meta-Analysis Tutorial 11
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Number of studies combined: k = 28 (with 6
added studies)

SMD 95% CI z p value
Random effects model 0.0634 [-0.4924,
0.6191] 0.22 .8232

Quantifying heterogeneity:
τ2 = 1.9256 [1.1602, 4.5574]; τ = 1.3877
[1.0771, 2.1348]
I2 = 82.3% [75.3%, 87.3%]; H = 2.38 [2.01,
2.81]

Test of heterogeneity:
Q df p value

152.50 27 < .0001

Details on meta-analytical method:
- Inverse variance method
- Restricted maximum-likelihood estimator
for τ2

- Q-Profile method for confidence interval
of τ2 and τ

- Trim-and-fill method to adjust for funnel
plot asymmetry

Down
plot is a scatter plot of study-specific effect sizes against
measures of study precision. Asymmetry of the scatter
plot would indicate omission of some studies, that is,
the potential presence of publication bias, although
study heterogeneity and the small study effect may also
produce the pattern (Sterne et al., 2001). Thus, we con-
structed a funnel plot using the funnel function. Figure
4 presents a contour-enhanced funnel plot with the con-
tour lines that correspond to certain levels of statistical
significance of tests of individual effects.

On the funnel plot, the more precise studies (smaller
standard errors) are displayed at the top of the funnel and the
less precise ones are displayed at the bottom. The vertical
dotted line is plotted at the estimate of the summary effect
size. In the absence of small-study effects, we would expect
the points to be scattered around the reference line with the
effect sizes from smaller studies varying more around the line
than those from larger studies, forming the shape of an
inverted funnel. Generally, publication bias is suspected when
smaller studies are missing in the nonsignificant regions.
From the plot (see Figure 4), we can see that the reported
effects of several smaller studies (near and at the bottom of
the funnel) are statistically significant (in the gray contours),
whereas the larger studies (at the top of the funnel) reported
nonsignificant results, suggesting that we are missing some of
the smaller studies with nonsignificant results, consistent with
the presence of publication bias. There is also a chance that
the funnel plot asymmetry is induced by the between-study
heterogeneity. Using a random-effects model and investigat-
ing the study-level covariates that may account for the het-
erogeneity should also be considered when exploring the
funnel plot asymmetry.

Objective tests can also be used for detecting the asym-
metry. For example, we can use the eggers.test function to
conduct the commonly used Egger’s test (Egger et al., 1997),
which would produce a regression intercept. The expected
intercept is 0, and significant deviations from 0 are indicative
of bias. It is notable that the Egger’s test is generally low
powered; that is, nonsignificant findings should be inter-
preted with caution, and it would be better to interpret with
other test results. The following results of the Egger’s test
indicate the presence of publication bias (p = .03).
Eggers’ test of the intercept

Intercept 95% CI t p
1.959 [0.27, 3.64] 2.277 .03390475

Eggers’ test indicates the presence of fun-
When publication bias is suspected, reviewers should
explore its impact on the meta-analysis results. To evalu-
ate the impact of publication bias, Duval and Tweedie’s

nel plot asymmetry.
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(2000) trim-and-fill method iteratively removes the studies
with the largest effects and smallest sample sizes and
recomputes the mean, which continues until the studies
are approximately symmetrical around the mean. How-
ever, removing the extreme studies artificially would
decrease the between-study variance. The procedure thus
adds the trimmed studies back in and fills in the missing
studies by adding in the mirror image of the original stud-
ies across the mean. The printout of using the trimfill
function is as follows.
The trim-and-fill method identifies and trims six
hypothetical studies, leading to a smaller and nonsignifi-
cant estimate (Hedges’ g = 0.06, 95% CI [–0.49, 0.62],
p = .82). The result suggests that the immediate benefit
of talker variability in nonnative phonetic training as
reported in the literature may be larger than it would be
in the absence of publication bias. Other approaches
and procedures have also been developed to address the
issues of publication bias, such as fail-safe N. It is of
note that these methods have been developed based on
different assumptions with the aims to address different
types of publication bias. The readers may refer to
Rothstein et al. (2005) for details.
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Figure 3. Results of the influential analysis. Stand. = standardized; DFFITS = difference in fits.
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Sensitivity Analysis

The results of a meta-analysis may vary depend-
ing on disparate assumptions, tests, and criteria.
Figure 4. Funnel plot. Effect size for each study (Hedges’ g) is plotted ag

loaded from: https://pubs.asha.org University of Minnesota, Minneapolis - Library
Particularly, reviewers often make subjective decisions
among several equally defensible options during the
analysis process. Consequently, reviewers should assess
and report how sensitive the results are to changes in
ainst the standard error.
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the way that the meta-analysis is conducted. For exam-
ple, in our meta-analysis, we aggregate between the
dependent effect sizes of the same study with a conserva-
tive starting value of the correlation r = .5. Therefore,
we are expected to perform sensitivity analyses with pos-
sible ranging (e.g., from r = .25 to r = .75) to determine
whether the summary effect size and variance estimates
change substantially if different values are considered.
When sensitivity analyses show that the results do not
differ significantly, the results of a meta-analysis can be
seen as robust.
Meta-Regression

When effect sizes are heterogeneous, it is necessary
to determine what study characteristics might account
for the between-study heterogeneity. The approach is to
use a mixed-effects meta-analysis (meta-regression), a
statistical model quantifying the effect of various study
characteristics on the estimated effect size. Critically,
reviewers should be selective in the analyses and test
only those factors that have a strong theoretical base, to
avoid capitalizing on chance (Type I error) as well as
identifying spurious moderator variables (Hunter &
Schmidt, 2004).

In our case, we consider two types of variables as
illustrative examples, the length of training program (a
continuous variable) and the talker presentation format
(a dichotomous variable: blocked vs. intermixed), to
conduct meta-regression analyses on the effect size of
immediate training effects on perception performance,
although the remaining heterogeneity is small and non-
significant after removing the outliers. We use the rma
function in the metafor package.
Mixed-Effects Model (k = 13; τ2 estimator: DL)
τ2 (estimated amount of residual heterogeneity):
τ (square root of estimated τ2 value): 0.090
I2 (residual heterogeneity / unaccounted variabi
H2 (unaccounted variability / sampling variabili
R2 (amount of heterogeneity accounted for): 39.14
Test for Residual Heterogeneity:
QE(df = 11) = 11.947, p = .368
Test of Moderators (coefficient 2):
F(df1 = 1, df2 = 11) = 2.055, p = .179
Model Results:

Estimate SE t va
Intrcpt 0.033 0.156 0.21
Training length 0.052 0.036 1.43
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The output shows the number of studies k = 13
given that some of the studies did not report the definite
number of the training program length. The estimate of
the intercept (Intrcpt) is 0.033 F(1, 11) = 2.06, p = .18, R2

= 39.14%, and does not significantly moderate the effect
significant (p = .836). If this coefficient were significant, it
means that when participants are trained under the MT
condition for 0 hr, we expect the average effect size to
be 0.033. Yet, this is not meaningful. One way to make
the intercept value more meaningful is to center the
moderator variable to the average value across the stud-
ies, which will provide information about the average
talker variability effect for a study with the typical
length of training program. The slope coefficient of the
moderator variable can be interpreted like those in ordi-
nary least squares regression models, where a one-unit
change in the predictor (here, the training length)
leads to an expected change of the estimate (here, 0.052)
in the outcome. Given that this is a continuous variable,
we expect that for each additional hour of training,
the effect size will increase by 0.052. The moderator
variable of the training length, F(1, 9) = 4.15, p = .07,
R2 = 100%, tends. However, the result that a factor is
not statistically significantly related to effect size differ-
ences does not necessarily mean that there is no rela-
tionship between the factor and effect size variations
(Hedges & Pigott, 2004). Although a minimum of eight
studies is sufficient for appropriate moderation analyses
(Borenstein et al., 2009), results based on a greater
number of studies would provide a more convincing
argument.

We then examine a dichotomous variable in the
meta-regression. In this example, the talker presentation
format has two levels: blocked (each talker is introduced
per training session) versus intermixed (talkers are
0.008 (SE = 0.044)

lity): 7.93%
ty): 1.09
%

lue p value CI.lb CI.ub
2 .836 -0.309 0.375
4 .179 -0.028 0.132
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introduced within training sessions). Specifically, the fac-
tor function can be used to encode a vector (a variable
with distinct values) as a factor.
Mixed-Effects Model (k = 15; τ2 estimator:
DL)
τ2 (estimated amount of residual heteroge-
neity): 0.015 (SE = 0.042)
τ (square root of estimated tau^2 value):
0.123
I2 (residual heterogeneity / unaccounted
variability): 14.08%
H2 (unaccounted variability / sampling var-
iability): 1.16
R2 (amount of heterogeneity accounted
for): 0.00%
Test for Residual Heterogeneity:
QE(df = 13) = 15.130, p = .299
Test of Moderators (coefficient 2):
F(df1 = 1, df2 = 13) = 0.269, p = .613
Model Results:

Estimate SE t value p value
Intrcpt 0.289 0.107 2.706 .018
Factor(TPF)
Intermixed

-0.091 0.175 -0.518 .613

CI.lb CI.ub
Intrcpt 0.058 0.520 *
Factor(TPF)
Intermixed

-0.468 0.287
Note that the reference level is “blocked” and the
“intermixed” level is being compared with the “blocked”
level, which is represented here by the intercept term. The
moderator variable does not significantly explain the het-
erogeneity, F(1, 13) = 0.269, p = .613. For the purpose of
Figure 5. Results of meta-regression analysis examining the effect of the
effect sizes.

loaded from: https://pubs.asha.org University of Minnesota, Minneapolis - Library
illustration, if the moderator variable was significant, we
could describe that presenting one talker per training ses-
sion (i.e., training sessions are blocked by talkers) is asso-
ciated with a larger effect size of talker variability. The
effect size of talker variability is g = 0.289 when talkers
are introduced in a “blocked” way, and the effect size is
g = 0.198 (0.289 − 0.091 = 0.198) when talkers are intro-
duced in an “intermixed” way. We can also visualize the
moderator variables with the effect sizes on the y-axis and
the variables on the x-axis (see Figure 5). The left panel in
Figure 5 displays the impact of training length on the
effect size, with the slope coefficient line indicating there is
a positive relationship. The right panel displays a boxplot
of the effect size distribution for both levels of the talker
representation moderator variable.

The final step is to report the meta-analytic review.
There are several reporting guidelines available to
improve the reporting quality, such as the most popular
PRISMA statement. Within the social sciences, there are
also the Meta-Analysis Reporting Standards from the
sixth edition of the American Psychological Association
manual (American Psychological Association, 2009) and
the MEC2IR standards from the Campbell Collaboration
(The Campbell Collaboration, 2019). Reviewers can also
refer to Rosenthal (1995) for best practices in reporting
meta-analytic reviews. Given that some of the procedures
are under controversy, it is important to explicitly report
what was done and explain why a decision deviated from
common practices or expert recommendations.
Conclusions

In comparison with other evidence synthesis methods
such as narrative review, vote counting, and the cumulation
of p value method (Becker, 1993; Combs et al., 2011; Pae,
2015), systematic review with meta-analysis is viewed as
length of training session and the talker presentation format on the
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one of the standard and valuable tools for providing objec-
tive, rigorous, and replicable summaries of research find-
ings. Particularly, a well-conducted meta-analysis is a
powerful tool to provide conclusive findings regarding
effectiveness of an instruction or intervention and the publi-
cation bias. However, meta-analysis has also been criticized
on a number of grounds such as the tendency to synthesize
results relating to conceptually different constructs, the like-
lihood of generalizing misleading results based on poorly
conducted studies, and methodological uncertainty and
inconsistency resulting from the availability of multiple
options. To promote rigorous application of systematic
review and meta-analysis, this tutorial provides a general
introduction to the key issues, choices, and norms in
each step of the process and illustrates the implementa-
tion of the operative steps with publicly available data
and codes (https://osf.io/e9bkf/). The contribution of L2
learning meta-analyses to the field is beyond question,
especially considering the small sample size and varying
experiment designs of the primary studies. Given the
small sample size limitation, our step-by-step R codes
can be readily recycled for future meta-analyses to
update effect size estimates as newly published primary
studies are extracted and coded for analysis. Interested
readers are encouraged to refer to the cited authorita-
tive resources to gain more in-depth methodological
knowledge and run our supplementary R scripts to
reproduce each of the steps and statistical and graphical
results for exercise. It is our hope that this tutorial can
help researchers appreciate the whys and hows of the
method and spearhead their first systematic review with
meta-analysis to appraise research evidence across stud-
ies in the behavioral and social sciences.
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Title 1 Identify the report as a systematic review, meta-analysis, or both. 1
Abstract
Structured

summary
2 Provide a structured summary including, as applicable, background; objectives;

data sources; study eligibility criteria, participants, and interventions; study
appraisal and synthesis methods; results; limitations; conclusions and
implications of key findings; systematic review registration number.

1

Introduction
Rationale 3 Describe the rationale for the review in the context of what is already known. 1–4
Objectives 4 Provide an explicit statement of questions being addressed with reference to

participants, interventions, comparisons, outcomes, and study design (PICOS).
4

Methods
Protocol and

registration
5 Indicate if a review protocol exists, if and where it can be accessed (e.g., web

address), and, if available, provide registration information including registration
number.

N/A

Eligibility
criteria

6 Specify study characteristics (e.g., PICOS, length of follow-up) and report
characteristics (e.g., years considered, language, publication status) used
as criteria for eligibility, giving rationale.

4–5

Information
sources

7 Describe all information sources (e.g., databases with dates of coverage, contact
with study authors to identify additional studies) in the search and date last
searched.

4–5

Search 8 Present full electronic search strategy for at least one database, including any
limits used, such that it could be repeated.

4–5

Study selection 9 State the process for selecting studies (i.e., screening, eligibility, included in
systematic review, and, if applicable, included in the meta-analysis).

5

Data collection
process

10 Describe method of data extraction from reports (e.g., piloted forms, independently,
in duplicate) and any processes for obtaining and confirming data from
investigators.

5–6

Data items 11 List and define all variables for which data were sought (e.g., PICOS, funding
sources) and any assumptions and simplifications made.

5–6

Risk of bias in
individual
studies

12 Describe methods used for assessing risk of bias of individual studies (including
specification of whether this was done at the study or outcome level) and
how this information is to be used in any data synthesis.

6–7

Summary
measures

13 State the principal summary measures (e.g., risk ratio, difference in means). 6

Synthesis of
results

14 Describe the methods of handling data and combining results of studies, if done,
including measures of consistency (e.g., I2) for each meta-analysis.

6–7

Risk of bias
across
studies

15 Specify any assessment of risk of bias that may affect the cumulative evidence
(e.g., publication bias, selective reporting within studies).

7

Additional
analyses

16 Describe methods of additional analyses (e.g., sensitivity or subgroup analyses,
meta-regression), if done, indicating which were pre-specified.

6–7

Results
Study selection 17 Give numbers of studies screened, assessed for eligibility, and included in the

review, with reasons for exclusions at each stage, ideally with a flow diagram.
5–6

Study
characteristics

For each study, present characteristics for which data were extracted (e.g., study
size, PICOS, follow-up period) and provide the citations.

7–9 + Supplemental
Table 2

Risk of bias
within
studies

19 Present data on risk of bias of each study and, if available, any outcome level
assessment (see Item 12).

Supplemental Table 2

Results of
individual
studies

20 For all outcomes considered (benefits or harms), present, for each study: (a)
simple summary data for each intervention group (b) effect estimates and
confidence intervals, ideally with a forest plot.

8–9

Synthesis of
results

21 Present results of each meta-analysis done, including confidence intervals and
measures of consistency.

8–9

Risk of bias
across
studies

22 Present results of any assessment of risk of bias across studies (see Item 15). 9

Additional
analysis

23 Give results of additional analyses, if done (e.g., sensitivity or subgroup
analyses, meta-regression [see Item 16]).

8–10

(table continues)
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Section/topic # Checklist item
Reported on

page #

Discussion
Summary of

evidence
24 Summarize the main findings including the strength of evidence for each main

outcome; consider their relevance to key groups (e.g., healthcare providers,
users, and policy makers).

10–15

Limitations 25 Discuss limitations at study and outcome level (e.g., risk of bias) and at review
level (e.g., incomplete retrieval of identified research, reporting bias).

15

Conclusions 26 Provide a general interpretation of the results in the context of other evidence,
and implications for future research.

15–16

Funding
Funding 27 Describe sources of funding for the systematic review and other support (e.g.,

supply of data); role of funders for the systematic review.
16

Note. Adapted from “Preferred Reporting Items for Systematic Reviews and Meta-Analyses: The PRISMA Statement,” by D. Moher, A. Liberati,
J. Tetzlaff, D. G. Altman, and The PRISMA Group, 2009, PLoS Medicine, 6, Article e1000097. The checklist is illustrated in the article of Zhang
et al. (2021).
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